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(@ Digital signal processing device.

& .Device (1) for digital ‘signal processing, particularly .video and image processing, comprising ‘a linear

amray of processing elements (PE’s) (2), an external controller interface (4), -input/output poits (6), and
an external memory interface (8). -The -input/output ports (6) allow interfacing to equipment such as
digitizing cameras and video-display monitors. Single instruction multiple data topology (SIMD) is used
and incorporates two modes of comrunication : horizontal and vertical. Shift reglsters (10,12) provide
‘horizontal parallel communication between the PE’s in the linear amay. There is one PE (2) for each
digital 'sample, e.g. a pixel, and a sequence of data samples, e.g. a video line, can be processed in
_ real-time. Each- PE (2). includes a bit-serial ‘arithmetic logic unit (14), a cache memory. (18)-and an
‘external memory mterface register (20). Al communication within a PE (2) is along.a one-bit wide bus,
"1 3Le..vertical mode, using -a’ single” move “instruction. with variable' source and’destination' addresses: The *."
processing capability of the. device (1) is further enhanced by having a serial-parallel multiplier (16) in
_each PE. (2). For appllcatlons requmng more PE’s, two or more devices can be cascaded together In

another embodlment dual-port memories provnde horizontal commumcahon between the PEs in the
linear array .
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- B FIELD OF THE INVENTION

Th'isAi_nvention relates to a digital signal processing device. More particularly, it relates to a linear array of
processors suitable for video and image processing.

'BACKGROUND OF INVENTION

In video and image processing applications, real time processing is essential. Using an amray of broceSsors
achieves high processing speed, but shifts the bottieneck to \nter-processor communications. Computer
16 architectures, which reduce unnecessary chip-to-chip or processor-to-processor communication, are one
’ method of solving the communication bottleneck and thereby i increasing processing speed.
To reduce the communication bottleneck, various processing array architectures have been developed
For example there are the "pipeline image processing" systems developed at Berkeley University and described
Jinan article byP.A. Ruetz and R.W. Broderson, An lImage-Recognition System Using Algorithmically Dedicated
15 Integrate Circuits, Machine Vision Applications, Volume 1, Pp. 3-22, January 1988, In the system described by

' forms some processing on its input data stream and produces an output data stream for the next processor in
the sequence. In this system, each chip contains an Algorithm Dedicated Processor array which provides the
next stage with an array of processed data comresponding to the present stage. Typically, the size of the pro-

‘20 cessor array is equal to the processing window size. The main drawback of the pipeline system approach is
the lack of flexibility due to the special purpose processors. lmplementatlons of the plpelme archltecture include
INMOS's convalution chip and the DCT chip. '
- To overcome the inflexibility of special purpose processors ln a pipeline system, an alternative is to use
o I an array of general purpose processors. System architectures based on an array of general bit-programmable
T 0 25 processors have:been proposed and implemented. One such .system; based on Aclive. Memory Technology’s .
o (AMT) Distributed Array of Processors (DAP) is descnbed by D.J. Hunt in AMT DAP - A Processor Aray ina
Workstation Environment, Computer Systems Science and Engmeenng,ApnI 1989, Vol 4, No. 2, PP. 107—1 14.
Another system is Applied Intelligent System’s, AlS-5000 array processor..
. Image processing systems built around general purpose processor’ arrays provide ﬂexrblllty and high
30  execution speed. The programmable processors give the system flexibility, whereas the high execution speed
comes from dlsl:nbutlng the computing power among a large number of small processors. However, some these
systems are hampered by the need to access external memory devices. Typically, a processor chip contains
“only 8 to 64 bit-programmable processors and very littie, if any, on-chlp memdry. The other problem encoun- -
«-..tered by: ptooessor arrays, concerns. the interconnect: required to link the.processorsiin the Mo—dmensnonal, :
' Aanay The interconnect occu pies considerable chip area andalso reduces the amount of on-ohlp memory. Con:
‘sequently, such an image processing system requires numerous processor chips and external memory chips
to achieve a viable processing architecture. The resulting complexity, size and cost of these systems prevent
-a cost-effectlve solutlon for many video-and high-speed image processing applications.
) Accordungly, it is an object of the present invention to provide cost-effective video and i image sngnal pro-
40  cessor using a single-chip device based on a linear array of programmabile bit-serial processors. i
Another object of the invention is to provide a true bit-sérial Arithmetic Logic Unit (ALU). havmg an execut:on
__,speed in the same order as the ALU'’s of conventlonal bit-serial processors.

45  of serial- brl ALU's and serial-parallel bit-multipliers as the number of picture elements (pixels) in one line ofa
video or-other image, typucally 512 or 1024 plxels per dlgltal forrnat image, and up to 1 135 plxels for standard

PAL format. - .
The processor elements in'the array are connected in smgle lnsttuctlon mulhple data (SIMD) topology The
SIMD topology consists of a single program controlier, and an array of processmg elements (PE). The controller
50 executes the oontrol program and broadcasts commands to the pmoessmg elements The processmg ele-
ments, in tum, receive and- execute the broadcast commands on their own Tocal data, hence the term smgle
instruction, multiple data. Each bit-serial PE includes parallel shift registers to provide fast mputloutput com-

'~-munmtlon to’ remote off-chlp devices and local oommumcat:on to other b:t-senal PE's. . _

55 SUMMARY OF THE INVENTION

Accordmg to a first aspect of the present invention, there is prowded a device for dxgltal signal prOcessmg
oompnsmg (a) adata input port (b) adata output part; (c) alinear array of f processor elements each  processor

3
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*:Ruetz and Broderson, a set of application specific chips-are connected in a plpellne i.e.’each processor per--- . 7 C

L --The present invention provides a lmear array of bit-serial processor. elements each utilizing a memory-bus -
’ ‘otgamzed ‘architecture. ‘The use of a memory-bus archltectune allows a single-chip to contain the same number -~
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element having, (i) bus means for transferring data within the processor element, (ii) a plurality of logic units
coupled to-said bus means; (d) said logic units for each processor element including an arithmetic logic unit
(ALU), and.communication interface means; (e) said communication interface means of a least some of the
processor elements.including means for receiving data from adjacent processor elements and means for trans-
ferring data to adjacent processor elements; (f) address/data enable means cou pled to said logic units of each
-processor element for addressing said logic units and for controlling the transfer of data on said bus means;
and (g) means for coupling said data input port to said communication interface means of one processor ele-
ment and means for coupling said data output port to said communication interface means of another processor
element, so that, all data transfer between each processor element is on said communication interface means,
and all data transfer within each processor element is on said bus means.

BRI_'EF DESCRIPTION OF THE DRAWINGS

_Speciﬁc'imbleméntation‘fdr the pfesent invention will now be described, by way of example, with reference

to the accompanying drawings in which: : :

i . % Fig.:1 shows a schematic representation of one embodiment comprising ‘a single-chip video image pro- “-- . 7.

Cessor;’ T .
- Fig. 2 is a schematic representation of the organization of a bit-serial processor element;
" 'Fig. 3 is a schematic representation of a bit-serial Arithmetic Logic Ul;lit. (ALU);
Fig. 4, is a schematic representation of a memory cell in the cache memaory; .
Fig. 5 is a schematic representation of the serial-parallel muitiplier logic unit; "
" Fig.6isa schemaﬁé r_e_présentation of the interface between the processor element and external memory;
Fig. 7 shows a floor-plan of an embodiment of the invention; _ '
Fig. 8 is a schemalic representation of the communication enable unit for a processor element;
Fig::8A is a.block representation of a modification of the arrangement shown.in Fig. 8;. - - - . -
Fig. 9 i a schematic representation of an iriput memory cell for the dual-port memory;
'Fig: 10 is a schematic representation of an output memory cell for the dual-port memory;
F ig.'11'is a schematic representation of a differential bus. structure for the processor elements;
Fig. 12 shows the video image processor i.n-the.basic stand-alone or sihgl&chi'p configuration; and
"+ Fig. 13 shows the video image processor configured with external memory and a controller.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT

: . :Referring to Fig. 1, a digital signal éfocéssing'device_‘_l‘empod'yin_gthe breséqt'in\iehtiéﬁ_inc'ludgﬁe’ anumber .
~of processing elements (PE) 2 arranged in a finear amray, two such PE's 2 are specifically shown. The device

1 also includes aninstruction/address controller 4, an input/output interface 6, and an external memory interface
" . Each PE 2 can contain a number of logic units. As shown in Fig. 1, each PE 2 contains a first bi-directional
- shift register slice 10, a second. bi-directional shift register slice 12, an arithmetic logic unit (ALU) 14, a serial-
parallef muitiplier 16, a.cache memmory slice 18, and an external memory interface:register 20. _ o

" . As depicted in Fig. 1; each PE 2 represents a slice in the linear array. Similarly within the PE 2, certain
-logic units are slices of functional Blocks which form parts of the linear array. The first bi-directional shift registers

- 10 ineach PE are siices which connect in parallel to form a first bi-directional shift register block 22, having a
" “length equal to-the linear array. Similarly, the second bi-directional shift registers 12 in each PE 2 are slices

which connect in parallel to form-a:second bi-directional shift register block 24;_-'The serial-parailel muiltipliers

* 16in each PE 2 are also slices which copnect in paralief to form a serial-parallel multiplier block 26. Similarly,

the ALU’s 14 in each PE 2 form an ALU logic block 27, and the cache memory slices 18 comprise the memory
_-block 19, Parallel communication between adjacent PE’s 2 allows large afounts of data to be moved in rela-
 tively short periods; thereby. enhancing the real-time processing capability of the device 1. In addition to. this
. parallel communication path between adjacent PE’s 2, the device 1-also provides another form of communi-
cation within.a PE 2 as.will be discussed below. . =~ S o )
. " The instruction/address controller 4 receives instructions from an extsmal micro-controller or a sequencer
28, decodes these instructions, and.then applies themto a decoder block 33 which controls the various logic
- units in'each PE 2. The controller 4 includes a controller interface 30 to connect with: the external' micro-con-
troller ‘or the sequencer 28. . L T o
* Inanother aspéct of the present invention, the interface 30 includes a 2.5 K by 32 bit instruction RAM (Ran-
- dom Access Memory) 32. The instruction RAM 32 provides a instruction buffer between the device 1 and micro-
controller 28 which allows. the micro-controller 28 to dump instruction’s into the RAM 32 for execution by the

4
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on-chip controller 4. Alternatively, the instruction RAM 32 can provide an execution buffer for instructions which
are downloaded from a bootstrap ROM (not shown) during the power-up sequence. Fu rthermore, the instruction
RAM 32 can be replaced by on-chip program memory, such as a programmable read only memory (PROM) or
an electrically erasable programmable read only memory (EEPROM) (not shown). Using a PROM or EEPROM
5 offers the advantage of a single chip implementation for suitable applications, i.e. applications in which the con-’

trof instructions do not exceed the capacity of the on-chip program memary. In addmon smce an EEPROM(___ o

can be reprogramined, the device 1 can be used for new applications.
As shown in Fig. 1, the controller 4 also incdludes a decoder 34 to control the fi rst bi-directional serial shift
registers 10, a decoder 36 to control the second bi-directional serial shift registers 12, a decoder 38 to control
10  the ALU's 14, a decoder 40 to control the serial-parallel multipliers 16, a decoder 42 to control the cache memory
slices 18, and a decoder 44 to control the external memory registers 20.
Each particular logic unit is under the common control of the comresponding decoder, For example, if the
controller 4 inputs an instruction to multiply the pixet value by a scalar quantity, then the decoder 40 will enable
every serial-parallel multiplier 16 to execute the smlar'multiplication The common control of each logic black

:“suited for image processing applications. .

1 includes a pair of first and second input/output ports 46,47 and a. pair of third and fourth input/output ports
48,49. The first input/output port 46 connects to one end of the first shiftregister block 22, and the second port
20 47 connects to the.other end of the register block 22. Since both the register block 22 and ports 46,47 are bidirec-
tional, either one of the ports 46,47 can be the input or output. As shown in Fig. 1, port 46 is.the input and port
47 is the output. Similarly for the second shift register block 24, the third input/output port 48 connects to one
. end of the block 24, and the fourth port 49 connects to the other end of the block 24.

. The widths of the first pair of ports 46,47 and the second pair of ports 48,49 are the same as that of the

$i ‘~co!n'espond|ng shift reglster blocks 22,24 and depend-on the digital signa! processing application, For example
an eight-bit p|xe! |s common for television i rmage applications, whereas a 12 bit data value is common in radar

apphcatlons. -

Referring to Fig. 2 each PE2is a 1- bit-wide.computing unit and has an internal. 1 blt-wnde or serial bus

50 The serial bus 50 connvects the fi rst and second shift register slices 10,12, the ALU 14, ths serial-parallel

"30 muiltiplier slice-16, the cache memory- 18 and the external memory register 20, thereby aIIOWIng the various

logic units within the PE 2 to communicate with each ‘other. Since the bus 50 is serial or1 bit-wide, the logic

- units in the PE 2 can. only transfer one bit of data during the clock cycle, i.e. only one bit in each unit is

readwritten from/to the bus 50 at a time. The decoder block 33, descnbed above, controls the source and des—
- hnahon logic units for the data bit. ... - .- .

logic umt in the PE 2 has its own address much like a storage celi in a memory chip. To select a particular Ioglc
unit, i.e. ALU 14, from-the PE 2, the controller 4 generates the appropriate control sngnals for the decoder, i.e..
decoder 38, associated with the unit. The deooder then enables the selected logic unit- allowmg it to read or

. write.a data bit from or to the serial bus 50. Using the memory-bus orgamzatlon the device 1 provides an effi-:

40  cient architecture whereby one or more prxels can be dedicated to a PE 2 and using a Ilnear array of PE s2a
complete line of a video i image can be shifted into the dévice 1 and processed. '

Refemng stili to Fig. 2, the fi st and second shift registers 10,12 each include a number of one-blt cells 52.

45 register 10, 12 and the bus 50. As shown in Fig. 2, each cell. 52 also mcludes a nelghbour shift reglster connect
line 56. The nenghbour lines 56 connect each cell 52 with the correspondlng cell 52 in the adjacent registers
o 10,12 on both sides of the cell 52. In this way, the device 1 provides para!lel communication of data, i.e. pixels,
- between the PE’s 2inthe linear array. Furthennore. sinceall the PE’s 2 share the same- structure and connect

at their respective shift reglsters 10,12, they comprise the global shift register blocks 22,24..
50 As will be apparent now from Fig. 1 and Fig. 2, the device incorporates two modes of data transfer: hori-
: zontal data transfer anid vertical data transfer. In honzontal data transfer mode, the device 1 uses the shift regi-
ster blocks 22,24 to move data from the input ports 46,47 "honzontally" from one PE 2 to the next PE 2 through

-: to the output ports 48, 49 Sincs the shift register blocks 22,24 can be as wide asthe data sample, L. e. an eight-bit .

. pixel, the device can move a sequence of digital data samples inparallel between the PE’s 2. In vertical transfer
55 -mode, the device ¥ uses the serial bus 50 to move data from the individual shift registers 10,12 contained in
' the wnespondlng reglster blocks.22, 24.into the various logic units in the PE 2 for processing. For example,
" the device 1 can transfer the data from the fi rstshift register 10.inta the cache memory 18 and then addittoa
scaler quannty also stored in memory 18. By havmg the PE’s 2 orgamzed as.alinear array, a, whole sequence

5.

- 04RNTIAD ¥ >

by the oorrespondlng decoder provides a means for lmplementlng the SIMD arch |tecture whlch is espec1ally -

Referring still to Fig. 1, to interface with extema| dlgltal S|gnal sources ie.a dlgmzmg camera, the devnce T

**The serial bus structure together wvth the deooders resuits ina memory-bus archltecture in the PE 2 Each e

inthe present embodiment, the first and second shift registers. 10, 12 both have ten one-bit cells 52. Each cell
52 connects to the serial bus 50 via line 54, thereby allowing one bit data transfers between a’ cell 62in either -
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"of data samples, for example a complete line of VGA® video graphics -720 pix‘els', can be shifted into the device
:1 and processed by the array of PE’s 2 using the vertical transfer mode.

To process a pixel, the device 1 uses the vertical data transfer mode to move data between the logic units
in the PE 2. As was discussed above, each PE 2 has a serial bus 50 which connects its logic units. Pixel data
to be processed is moved bit-by-bit along the serial bus 50 to the logic units, processed, and then either stored

locally in the cache memory 18, or moved back to the shiftregisters 10,12, where itcan be transferred to another_ o

PE 2orto an extemal device, i.e. a video dlsplay terminal (not shown) via the output ports 47,49.

‘These two modes of data transfer combine with the local processing capability of each PE 2 to’ prowde a’
powerful architecture for moving and processing pixel or other digital data. Using a sampling clock or other sequ-
encer, the device 1 can shift in a whole series of digital data samples horizontally via the shift registers 10,12,
separately process each data sample using the linear array of PE's 2, and then sequentially shift out the pro-
cessed data samples horizontally via the shift registers 10,12, Furthemmore, since the device 1 is organized as
a linear array, a new sequence of data samples can be shifted in at the same the previously processed sequ-
.ence of data samples is being-shifted out.

For example in a raster-scan video appl:catxon the device 1 can lnput honzontally a complete line of elght

bit viide pixels usmg the first shift reglster bleck 22, while simultaneously cutputting honzontally the processed':_ : VA

plxels from a previous raster-scan line usnng the second shift register block 24, During the line retum period of
the raster-scan, the device 1 loads the second shift register block 24 with the processed pixels from the previous
-raster-scanline (vertical transfer), and transfers the inputted line of pixels into the cache memory block 19 (again
vertical transfer) for processing. The real-lime processing capability of the device 1 is further enhanced by the
large number of bit-serial ALU's 14 and serial-parallel mulnpllers 16 and cache memory 18 In each PE 2 as
wrll be discussed below. .

Refemng to Fig. 3, the ALU 14 includes three one-bit reglsterS' the A register 58, the B register 60, and
“the C register 62.- The registers '58,60,62 store. one-bit data read from the bus 50 and are addressed by the

,decoder -38-(not:shown). The A and B reglsters 58,60-each have two: input Jines 64,66.connected to thebus . . ... "

-50. One of the lines 64 is a direct mput from the. bus 50, while the other line 66is the fogical complement of

* the data read from the bus 50. The combination of inverted and non-lnverted data mput Ilnes 64 66 extends

‘the Boolean function capability of the ALU 14.

. Refemng still to Fig. 3, the ALU 14 includes a full adder 68, which consists of a SUM loglc unit 70 and a
"CARRY logic unit 72. The three reglsters 60,62, 64 each have outputs 74,76,78 which feed into the sum logic
70 and the camy logic 72, thereby providing a blnary full adder function. The C register 62 also includes a camy
feedback input 80 which is connected to the output of the carry logic unit 72. This feedback lnput 80tothe C
register. 62 improves the speed. of binary additions and subtractions.

As shown in Fig. 3, the ALU 14 includes a Boclean logic unit 83. The loglc unlt implements.| the loglml oxp- .. -

reSS|on"AC + BC® (where C~ denotes logical complement of C) In this expression, A,B,C are the contents of
the A,B,C registers 58, 60,62, and are tapped using the output lines 74,76,78, respectively. The loglc unit 63
facllltates executing certain Boolean functions in the ALU 14.. .

. The ALU 14 also includes a tap line 82 connecting the bus 50 to the A reglster 58 of the first right nelghbour
PE 2 (ﬁrst right nelghbour tap line), and a tap line 84 connectmg the bus 50 to-the A register 58 of the second
neighbour to the right of the PE 2 (second right nelghbour tap Ilne) These tap lines 82,84 facilitate performing
certain.digital svgnal processing algonthms suchas 2-D i image edge extraction in which smoothing is performed '
by addlng two horizontal neighbours followed by ‘adding two vertical sums. As shown in Fig. 3, the ALU 14

- -includes two snmxlar tap Iines 86 88 for the ﬁrst and second left nelghbours ot the PE 2 (ﬁrst and second Ieft L

EN -' F R S e ;"i..' . Y

Consistent with. the memory-bus archntecture of the devnce t, the reglsters 58, 60 62 the SUM unrt 70 '
CARRY unit 72 and neighbourhood tap lines 82,84,86 ,88 all connect to the bus 50 as memory cells. Each uriit
in'the ALU 14 lndudes an address line 87 (shown in dottéd lines). In ohe aspect of the invention, the address
line connects to a transmission gdte 89 (shown in dotted lines) which couples the unit to the bus 50. The con-
“trolier 4- through the ALU decoder 38 uses the line 87 to address the- transmlssnn gate 89 thereby enabllng
the unit to read or write data from or to the bus '50.
© .Asis apparent in Fig. 3, the ALU 14. charactenzed by this. mventlon is a‘true bit-serial anthmetrc logic unit.

Organized around the serial bus structure, the ALU 14 can only read or write one bit of data: per clock cycle.

.-This.is not the case for- most other ALU's which use multiplexers to. simultaneously feed input registers with - :

~ differentdata. By utilizing the serial bus structure the device 1 avoids the need for multi plexers thereby achlev-
mg srgnlﬂcant savings in area on the semlconductor chip. - . ) '
- The addresses used to control the. ALU 14in the present embodament are llsted in Table L

‘ ‘?’VGA Video -GraphicsAd'aptor - Trade-mark lBMA

L NARRTI18D I: %
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‘TABLE I

5 - ALU ADDRESS/COMMAND  OPERATION
e © " CARRY (72) to bus’ (50)

1 CARRY (72) to bus (50) and
10 : CARRY feedback (80)

2 .~ Bus -(50) to C Register
' (62) -

3 : ' | LogJ.c AC + BC* (63) to bus

4 " Bus (50) to B Register
' (60)

20

5 Bus (50) to B - Register
(60) and CARRY feedback
(80)

- S ... Bust (66) to B Register
g e Do - (60"
7 SUM (70) to bus (50)

8 4 ; Bus (50) to A ‘Register
0 : o L - (58) ' '
.30 R ' ' Co L
9 _ Bus* (66) to A Register
' (58) _

AR AL N ¢ SRR R T Ry -t Reg:.ster - (58):+ . from T ‘

Cas T TR R second left ne:.ghbour 88y 7
) PE to Bus - (50)

11 . B | . A Req:.ster (58) from flrst.-
: . - left neighbour (86) PE to
“0 R bus (50) A

12 . o - A Reglster (58) to bus .
: : _A(SO) Dl

45 ' -_ A 13 - T A A Reqxster (58) from flrstA A
: e right ne:.ghbour (82) PE to
bus (50) o

_ 14 A Regj.ster (58) from

0 S . second - right - neighbour
(84) PE to bus (50)
s - . No operatxon
S * denotes logJ.c al complement
55 ) :
As can be seen from the mstrucnons I|sted in TABI£ I the ALU 14 operates on. the- basus .of the MOVE or

data transfer mstmct»on By moving the data to the appropnate destmatlon i.e. logic.unit, the ALU 14 processes

7"
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the data. For example, to add three blts together involves executmg the followmg MOVE instructions:
8 - Bus to A; Move first data bit to A register
4 - Bus to.B; Move second data bit to B register
2 - Bus to C; Move third data bit to C register
7 - SUM to Bus; Read result by moving sum to Bus

- The sum of the three bits can then be moved to the ﬁrst shrft regrster 10 or cache memory 18 by i issuing the .

appropnate MOVE instruction.
As illustrated in Fig. 2, the cache memory slice 18 connects to the serial bus 50. Each cache memory slrce

18 includes a number of single-bit data cells 90. These cells 90 ali individually connect to the serial bus 50,
thereby allowing the transfer of data between the bus 50 and the individual memory cell 90. By using the decoder
42 to address a particular memory ¢ell 90, its data is written to the bus 50 and can then be read or nnputted by
another logic unit connected to the bus 50, for example, the A register 58 of the ALU 14. In the present embo-
diment, the cache memory slice 18 for a PE 2 is 256 bits. Accordmgly. for an eight-bit pixel, 32 pixel values
can be stored in the cache memory 18 alone.

In-Fig. 4, the organization of the data memory. celf 90 is shown. In the present embodlment, each cell 90

The write-transistor 94 connects between the gate of the storage transistor 92 and the bus 50. The read tran-
sistor 96 connects between the source of the storage transistor 92 and the bus 50. i
To write, or store, a bit of data to the storage transistor 92, the controtler 4 executes a MOVE instruction.
The MOVE instruction involves addressing the source of the data bit, for example the SUM logic unit 70 in the
ALU 14, to output the data bit to the bus 50. At the same time, the controller 4 executes the MOVE instruction

‘on the memory cell 90, i.e. the destination address, which through thé decoder 42 turns on the- write transistor.

94, thereby transferring the data bit from SUM loglc unit 70 via the bus 50 to the storage transistor 92. The
data bit is stored asa charge ona parasmc capacrtor 98 formed between the gate and source of the storage _ :

To read the memory cell 90 a MOVE mstructron is agarn' ekecoted but for a read operahon the memory‘
cell 90 becomes the source address. For example, to transfer the data bit stored in the memory cell 90 to the

" Bregister 60 of the ALU 14, the controller 4 executes a MOVE instruction, with the read transistor 96 comprising

the source address and the B register 60 comprising the destination address. When addressed through.the
decoder 42, the read transistor 96 turns on and connects the storage transistor 92 and capacitor 98 to the’ bus :
50, thereby writing the-data bit to the bus 50 The B regrster 60, as the destmatron address at the same time
inputs the data bit from the bus 50. .
As is apparent from Fig. 4, the memory cells 90 of the cache memory 1 8are dynamlc random access mem-

‘.:ory (DRAM). Compared to static randem-access memory (SRAM). DRAM has the advantage of using much

less chip area and low power oonsumptron However the DRAM memory cell 90 requires penoduc refreshi sig-

- nals to regenerate the saved data since the storage capacitor98 loses voltage, because of Ieakage currents.

Inits present embodiment, the invention does notinclude additional refresh circuitry because of the high internal-
speed at which data moves in the device 1, i.e. 20 MHz clock rate. In.applications where data degeneratnon is
afactor, a refresh can be implemented i in the program for the controller4 .i.e. software refresh -

The senal-parallel multiplier 16 used in the present embodiment of the device 1 is shown in Flg 5.The -
multiplier 16 is a bit-serial pnpellne logic unit in which the mulhphwnd is mulhplled by the multlpller brt-by-blt .
and the resultant product is shifted out to'the bus 50 bit-by-bit. - ' B

7.7 .As shown in Fig. 5, the multiplier 16 consists of a. naumber offull adders 100 oonnected in senes or pipelme L
o The full adders 100 are cascaded in sequence. coa-respondlng to most slgmﬁcant bt (MSB) of muttiplicand o
- least srgnifcant bit (LSB) of multiplicand. Each full adder 100includes a logic gate which interfaces the full adder
- 100 to the bus 50. As depicted in Fig. 5, the bus 50 interfaces to- the full adders 100 through a NOR gate 102, .

except for the MSB full adder 100 whrch uses an OR gate 104. Each logic gate 102,104 has a first input 106
and a second input 108. The first mput 106 loads the mult:phcand bit, with its address corresponding to the
‘MSB to LSB sequence. The second input 108 is the bit of multiplier- operatmg on the multiplicand. In the lmple-
‘mentation of the multiplier 16, the second mput 108 is common to all the Jogic gates 106, 108.

. Referring still to Fig: 5, éach full.adder 100 also includes first and second- one—brt registers.1 10.112. The

- first one-bit register 110 provides storage for the SUM result from the correspondmg full adder 100. The' second -

- ~one-bit register 112 provides storage for the CARRY result from the: comesponding full adder 1C0. These regi- -

_ ‘sters 110, 112 store.the results from the previous addition in the sequence. The SUM: reglster 110 feeds into . B
i5

the full adder 100 of the next stage and the .CARRY register 112 feeds back mto the full adder 100 at the same -
‘'stage. A one-bit product register 111 replaces the SUM register 110 of the full adder 100 for the LSB. The pro-f

“ductregister 11 1 connects to the bus 50, and using this register 1 11 the multiplier serially shifts out the product. .

As shown in’ F ig. 5, each reglster 110,111,112 also connects toa, reset Iine 1 13 Under the control of the
' 8
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instruction/address controller 4, the reset line 113 provides an initialization signal to put the three registers
110,111,112 into a known state, i.e. Iognc zero, prior to a mulitiplication operation.

" Inthe present embodiment, there are 10 full adders 100 cascaded together, thereby allowmg a 10-bit mul-
tiplicand to be multiplied in a senal-papehne fashion. Table H lists the instructions used to contro! the mulhpller

5 16.
T _
10 MULTIPLIER ADDRESS OPERATION
0 to 9 - Bus (50) to input (106)

for LSB to MSB, i.e.
address to load 10-bit
»Hmultlpllcand bit by blt'_”

mthus (50)-to second logich
gate input (108) and shift

result to. reg;sters
20 (110,111,112)_
11 ' B Bus (50) to second logic

gate . 1nput (108)

12 . ',Pjroduct reg:.ster (111) to U
- o B Thus (S 0)T I s e re o
, 13 Product - regz.ster (111) to
: o ‘ bus (50) . and . shift
30 ' ~ registers (11_0,111’,-1]_.2)
: 14 _ , ' Reset (113) multiplier
- (16 ’

Consistent with the memory-bus architecture of the device 1, the instructions in Table I comprise MOVE

instructions with source and destination addresses, which provide data transfer to/from the bus 50 to the mul-

- tiplier.16. For example, there are instructions: for loading the multlphcand LSB to MSB, i.e. addresses 0to 9

46 oninputlines 106 for the multlpher 16; for senally Ioadmg the multlpher i.e. addresses 10 and 11 for the mul-

“ tiplier 16; and for serially sh:ﬁmg the resultant product to the bus 50, i.e. address 13 for- the seriai multupher 16.

- Using these instructions, the multlpller 16 can senally multiply a 10-bit multlphcand and wnte the resulhng pro-
‘-_, :duot into: the cache memory 18 or the shift registers 10,12 ;.

=" Table llsts the: remaimng mstructlons forthe device 1.°As cani’ be seen. these addross/cmlmands mclude

~ instructions for controlling the remaining logic units in.the PE's 2, such as the fi rst and second shift reglsters

10 12, the cache memory 18 and the extemal memory mterface 20

85,
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TABLE III

(1) FIRST SHIFT REGISTER (10)

0 to 7

8 to 15
17

‘18

OPERATION.

Bus (50) to bitO to bJ.t7
i.e. cells (52), of f.l.l‘St
shift register (10).

Bit0 to bit7, cells (52),.
of first shift register
(10)» to bus (50).

SHIFT first registex:. (10),_;:;'.":,;-“.A,-_:a;,r:;.-v.; TR

to r;ght (horizontally)

SHIFT first register (10)
to left (horlzontally)

Standby

AWwﬁ(z) “SECOND" snxrr RBGISTKR (12)

ADDRESS / COHHAND

-0 to 7

8 to 15

18

17

-(3)1 CACHE MEMORY (18)

ADDRBSS 4 COHHAND

0. to 256

_ 125!7..to 511

‘046372142 | >

'St_va_m'db'y ,

OPERATION

Bus (50) to bit0 to bit7,
i.e. cells (52), of second
shift register (12).

Bit0 to. blt7, cells (52), } .
...  of second shift reglsterl_._.>__,,,;_,_...~_‘_,
F 1 (12) to ‘bus (50). T

SHIFT second register (12)
to right (horizontally)

_SHIFT second register ( 12)
to left (horlzontally)

_ OPERATION

Blto to b1t256, i.e. cells

(90), of cache memory (18)

A. to bus™ (50)
~Bus_;(50)a to bitd to

' bit256, " cell (90), of
‘cache -memory {( ].8)_f ‘

10



" EP 0463 721 A2

(2) EXTERNAL MEMORY iNTERPACE (8)

ADDRESS /COMMAND - OPERATION
5 .
0 to 7 - External memory . (114) to
- "7 7  one -“of ~the ' interface

reg:.sters (20), i.e. 0O to

10 .
.9 to 15 N One of the interface

. registers (20), i.e. 0 to
7, to external memory

(114).
: t,Interface reglster (20) to :
“bus (50) .
17 ‘ ' . Bus- (50)  to i'nt_‘efface

register (20).

20

18 to 26 : ~ One of ‘eight bits from
external read only memory
,_,IW:(114) to, bus (50)

As is apparent from Tables I, Il and IlI, the commands for controlling: the device 1.all reduce to a srngle MOVE
instruction. By using a source address and a destination address, the MOVE instruction transfers one bit of
. . datafrom the source along the bus 50 to the destination address: By having the logic units in a PE 2 organized
30 as memory addresses on the serial bus 50, the data can be broadcast from ‘oné source address to many des-.
' tination addresses. Since the device 1isa single instruction computer (SIC), i.e. the extreme case of a Reduced
Instruction Set Computer (RISC), computation occurs by havmg loglc circuits located at the addresses on the
serial-bus 50 and writing or reading to the particular address.

' ""'saved in the on-chip cache memory 18. For such applications, the device 1 includes the external memory inter-
face 8: depicted in Fig. 6. The external memory interface 8 allows the device 1 to have an expanded storage
capacity, by connecting the. array of PE’s 2 to an external memory device 114, such as a RAM chip or other

. 'mass storage device. The external memory device 114 could also be a read only memory (ROM) chip- for an

) appllcatlon requiring a look-up table for example. :

4 Asshown in Fig. 6, the external memory mterface 8 mcludes the mterface regrster 20 for each PE 2 and

o a senes of multiplexers 116. In each PE 2, the register 20 connects the bus 50 to an input 118 of the multiplexer
1 16 and an output 120 of the multiplexer 116 connects to an output pad 122. The output pad 122 provides a
g contact point for oonneotlng the pins or leads (not shown) on the carrier or package to the sermoonduotor die. - -
=" Refesving still to Fig. 8, the registar 20 provides a buffer function which is necessary since the internal speed'
45 of the bus 50 can be many times the access time of the external memory device 114. In the first aspect of. the»
presentinvention, the regrsters 20 buffer oné bit of data. In another aspect of the present |nvent|on the register
- 20'includes 8 one bit cells to provide buffenng for one byte of data, thereby allowing the devnce 1 tp mterface
- with slow’ external memory devices 114.
. Although multiplexers can. occupy consnderable chip area, in the extemal memory mterface 8 they save
, 50  chip area because of output pad 122 and pin-out limitations. To provide a direct one-to-one interface for each
'~ PE2would resultina high output pad and pin’ count -which could make fabncatmg and packaging the device
1 very difficult, if notan impossibility. Consequently, by ut:lmng the multiplexers 116 to route the PE’s 2 to the
“extemal memory device 114, there is a substantial savings in chip area and package size; without ; any srgmfi- .
. ‘cant loss in extemnal access since register 20 provndes a buffer for slower memory devices 114. .
.85 i In the ilustrated embodiment of the present invention, the interface 8 utilizes a number of 8-to-1 mulhp—y
" lexers 116 to connect the PE's 2 to the. external memiory 114. For a finear array of 1024 PE’s 2, the interface
.8 requires 128 of the multiplexers 116. A decoder 124 selects. the multlplexer 116 for external memory output.
. The deooder 124 generates a multlplexer select signal based on seven address in puts from the controller 4.

11

. BNSDOCID: <EP__ 048372142 )5

. In_some image and video pmoessmg applmtnons. it may be necessary to store more data than can'be . . R



10

L8

20

L f:"-:f 25.,
bit long régister biocks 22,24. As drscussed above, the regrster blocks 22,24 provrde the: horizontal oommum-

85

‘BNSDOCID: <EP

EP 0 483 721 A2

In-the SIMD architecture of the device 1, each of the 128 multiplexers 116 selects one of the interface registers
20 connecting to its eight input lines 118, based on the external memory instructions listed in TABLE IN. For
example, to output the data bit from the second PE in the group of eight, the controlier 4 requires the
address/command 10 which enables interface register 1. In other words, the device 1 utilizes a two-tier addres-

- sing scheme to output data to the external memory 114, i.e. addressing the muitiplexer 116, then selecting the

input 118 from one of the eight interface registers 20. .

Reference is next made to Fig. 7, which shows the floor plan i.e. Iayout, ofthe devrce 1ona semrcondu ctor
die or "chip®. Based on a die size of one square centimetre and using a sub-micron pitch, i.e. line-width, a linear
array of 1024 processing elements 2 can be implemented as an upper group 126 and a lower group 128. In
the layout, there are 512 PE’s 2 arranged in the upper group 126 and 512 PE’s 2 arranged in the lower group

"128. As shown in fig. 7, the single cache memory block 19 is split between the upper group 126 and the lower

group 128. The PE’s 2 in the upper group use odd columns of the cache memory biock 19 and the PE's 2in’

.the lower group use even columns of the cache memory block 19. This layout is.possible since the pitch of the
‘cache memory block 19 can be finer than the pitch of an rndlvndual PE 2. In addition, this layout organization

|s an efficient utilization of the chlp area.

. 'As discussed above ‘each PE2 oompnses a number of logrc units: the first and second br-dlrectlonal shrft eh o

reglsters 10,12, the ALU 14, the serial-parallel multiplier 16 and the external-memory interface register 20. As
shown in Fig. 7, each of these logic units is laid out as a linear aray of 512 elements correspondmg to the upper

" group 126 and the lower group 128 of the processing element array. In addition to the-first and second shift

register blocks 22,24, the ALU logic block 27, and the serial-multiplier block 26, there is an external memory
interface block 134. Also focated on the same chip is the controller interface 30, which can include the instruction

" RAM 32 or PROM (not shown). Using this block structure, less interconnect is required between the various

logic units in the PE 2, which-results in efficient use of the chip area.
_ Referring still to Fig. 7, since the linear array of PE’s 2 is divided into lower and upper groups 1 26 128 a
first; and second bus 137, 139 j join the respective first and second shift register blocks 22,24 to form the 1024 -

cation path between all the PE’s 2 in the linear array A similar bus 130 joins the comesponding lower and upper .

“groups of the ALU logic block 27.

Reference is next made to. Fig.. 8 conceming another -aspect of the present invention in which the PE 2

. includes a communication enable unit 132. The commuriication enable unit 132 enables or disables a partrcular‘

PE 2 from commumcatmg with adjacent PE’s 2, i.e. to the nght and to the leﬂ. by controlling the data path be-
tween the cells 52 in adjacent shift register slices 10,12. Using the enable unit 132, a particular PE 2 can be
isotated from the horizontal communication path. Isolating a partlcular PE 2 provrdes the present mventron with

. --additional functionality, as will be discussed below.

Each PE 2 includes its own communication enable unit 132 whlch is coupled to the shrﬂ regrsters 10 12 )
In the following discussion, the operahon of the communication enable unit 132 will be discussed with respect
to the first shift register 10, as illustrated in'Fig: 8. The operation of the enable unit 132 is identical for the second
shift register 12, as will be evident to one skilled in the art. As shown i in Fig. 8, the communication enable unit
132 couples to the’ shift register 10. The unit 132 includes a state register 133, a number of first control switches
135, anhd a number of second control switches 153. There ‘are first and second control switches 135,153 for
each one of the cells 52 in the. shrt’c register 10. A control line 141 connects all of the first and second control
switches 135,153 to the state regrster 133, and usmg the line 141 the state regrster 133 controls the swrtches

-'-135 153. .. o
.+ .Referring'still to Fig 8 each ﬁrst oontrd swrtdl 135 inoludes a data feed rnput 143 & data by-pass mputﬁ CoeE

145 and an output 147. The data feed input 143 connects to a neighbour cell output line 149 from the cell 52
in the shift register 10, whereas. the data by-pass input 145 connects.to the rieighbour celt input line 56. The .
output 147 of the switch.135 connects to the neighbour cell input line 56 of the adjacent PE 2 to the right, as *
depicted in Fig. 8. Under the’ control of the state register 133, the switch 135 selects one of the two mputs
143,145 for routing to the output 147 and adjacent PE 2 to the nght. '

As shown in Fig. 8, the second control switch 153 is a mlrror image of the ﬁrst control switch 135. Each_
second control switch 153 incliides a smgle input line 155, a data feed output 157, and a data by-pass output
159. The input line 155 connects to the neighbour cell output line 149 of the adjacent PE 2 to the right as shown
in Fig. 8. The data feed output 157 connects to a neighbour cell- inputline 161 on the'cell 52 of the shift register

10, whereas the data by-pass output 159 connects the, nelghbour cell output line 149 of the cell 52 of the shift

register 10. Similar to the first control switch 135, the second control: swntch 163, under the control of the state
register 133, i.e. using the control line 141, routes the mput 155 connected to the neighbour Ime 149 of the

_ adjacent PE 2 to.one of the outputs 157,159.

For example, to isolate a partlcular PE 2, under the control of the state regrster 133 the ﬁrst swntch 135
12 . - -
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selects the neighbour cell input line 56 of the adjacent PE 2 to the left, i.e. data by-pass input 145, and the
second switch 153 routes the neighbour cell output line 149, of the adjacent PE 2 to the right, to the data by-pass
output 159. As shown in Fig. 8, this effectively "shorts out” the cell 52 of the shift register 10 in the. particular’
PE 2 in both data directions, i.e. data right and data left, thereby isolating the PE 2 from the horizontal com-
munication path. As is evident to one skilled in the art, the bi-directional data transfer capability of the shift regi-

. . sters 10,12 requires that first and second switches 135,153 be used to isolate the cells 52 in both directions.
‘Ifuni-directional devices (to be discussed below) replace the shift registers 10,12, then the only asingle control

swltch 135 or 153 would be required to isolate the PE 2 from the adjacent right and left PE’s 2.
As discussed above, the state register 133 controls the routing path of the first and second control switches

"135,153. Inthe present embodiment of the invention, the state register 133 comprises a single-bit register, with

the.da'ta' bit controlling the state of the first and Seccnd control switches 135,153. As shown in Fig. 8, a line 151
connects the state register 133 of each PE 2 to the state register 133 iri the adjacent PE’s 2. The connection

‘of the state registers 133 allows a serial control word, i.e. the string of data bits for each state register 133, to

be serially shifted into the device 1. Since the first and second control switches 135,153 for each PE 2 are con-

‘trolled by the data stored in the state register 133 for that PE 2, the enable units 132 are Pparticularly suited to
" ‘programmed control. For example, an extemal micro-controfler 28 using the controller interface 30 canbeused = °

to serially shift in the control word, or in another application.the control word can be stored in the bootstrap
ROM (not shown) and downloaded as part of the power-up sequence as discussed below.

' In anather aspect of the present invention, the state register 133 structure can be implemented using a
programmable storage device 133a such as a PROM or an EEPROM as depicted in Fig. 8A. Each state register
133 is replaced by a memory location-in the programmable storage device 133a. The _memory location is
associated wrth a particular PE 2 in the linear ammay and the enable state of the particular PE 2is programmed,
or stored, by writing the enable state to the address of the comesponding memory location. This alternative

, implementation of the state register 133 offers the additional advantage that the storage device can be prog--
». ¢ rammed to disable any faulty PE’s at the test and. packagmg stage of the device-1,.while still offering the end- - e

user the capability to program the functlomng PE’s accordlng to therequirements of the drgltal signal | processmg

appllcatlon for the device 1.
- Usrng the serial control word under programmable control allows the state of the PE’s i.e. enabled or dis-
abled; to be changed *on the fly®. This ability to. quickly select particular’ PE s in the linear array provrdes

-_addltnonal functionality and flexibility. By way of example, three programmable functicn which the communi-

cation enable units 132 can provide are: (1) PE testing; (2)° faulty PE isolation; and 3 programmable linear
aray length
-The commumcat:on enable umts 132 allow each PE 2 in the linear array to be individually tested and exer-

msed. :Thisis part:cularly important when the device 1 is first cut from the semiconductor substrate and mounted

in a test fixture. Totesta parhcular PE In the linear array, the control word enables that PE while dlsablmg all
the. other PE’s. For example. to test the fourth PE in the linear array, the control word would contain all zeros
except for.a loglc 1 in the fourth bit position.

‘Related to the testability function is the faulty PE isolation function. Once a faulty PE is detected during

_the testing algorithm, the.faulty PE can be isolated by setting the bit and state’ register corresponiding to that

particular PE. For example, ifin a devnce having a linear array of 1,024 PE’s there are found to be ten faulty
PE's, the location of these faulty PE's can be documented for the customer. As part of ﬁrmware for the extemal

. micro-controlier 28, for example; the customer disables the faulty PE's.. The testing and nsolatmg functions also.
E increase the number of usable devrm which cén be shrpped to customers. For example, in applrcatnons requrr- e
¢ 'ing smaller lmearanays. devices 1 whlch mdude a number of faulty PE’s; but a sufficient- number of functloning- T

PE'’s; can still be used.

" “The third function is the programmabillty of the I|near array length Asi |s now apparent the serial control
word shifted into the state registers 133 can be’ used not only-to isolate particular PE’s 2, but also 16 control
the length of the linear amay. To: control the length of the linéar array. the’ control word simply enables the
required. number of PE’s 2. For example if a device has 4 linear array of 1,024 PE's and only 720 PE's are
required, e.g. VGA graphics, PE’s 720 to 1 024 can be. disabled by writing zeros fo the bits in the control word
corresponding to these PE's. Furthermore, dlsablmg the unused PE’s 2 increases the effecnve bandwndth of
the device 1 in the horizontal communication path. In the present embodiment of the mventlon, the communi-
cation enable unit 132 was described as including one state register 133; however, by including additional state

- registers (not shown) multiple configurations. of the linear array can be stored locally in the devuce 1, thereby
- facilitating "on the fly" changes to the linear array configuration for the parbcular apphcatron

in another aspect of the present invention, dual-port memories (not shown) can be used ta replace one or

-both of the shift register blocks 22,24. The dual-port memories provide srmrlar functionality, i.e. data input or '
. output and data storage as lhe shrﬂ reglster blocks ‘22,24 The dual-port memones also have the advantage

13
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thata memqry cell 0ci:upies less chip area than a cell in the shift register blocks 22,24, However, the dual-port
memories are limited to horizontal communication between the data input ports 46,48 and output ports 47,49,
and cannot be used for data transfer between the PE's. Accordingly, it is advantagecus to include at least one
shift register block 22,24. Furthenmore at the design stage, the dual-port memory must be fixed for data input
5 or for data output since duai-port memory is not bi-directional. In addition, as is apparent to one skilled in the

.. ant, shift registers can be clocked at extremely fast rates, thereby providing a high bandwidth. '

" " Accordingly by using the first and second right neiglibour tap lines 82,84 and the first and second left
neighbour tap lines 86,88 to provide for communication between adjacent PE'’s in the linear array, the dual-port
memories can replace both first and second shift register blocks 22,24

10 Reference is next made to Fig. 9, which shows a data input memory cell 136 for the dual-port memory.
The data cell 136 connects to a data input bus 138 which in turn connects to one of the input-output ports 46,48
(not shown in Fig. 9). As shown in Fig. 9, the data cell 136 also connects to the serial bus 50, thereby allowing
data from an extemal device, i.e. digitizing camera, to be stored in the cell and processed by the PE 2. Once
the databit is processed, the PE 2 can store the processed data bit in cache memory 18 or transfer it to another

-+ “idual-port memory as will be discussed below.: . :

As shown in Fig. 9, the data input cell 136 includes an input transistor 140, a data storage transistor 142,
an output transistor 144 and a parasitic capacitor 146 for storing the data bit. The capacitance between the

gate and the source of the storage transistor 142 forms the parasitic capacitor 146. The input transistor 140

20 connects the capacitor-146, i.e. gate of the storage wransistor 142, to the data input bus 138. By activating a
_ data-in address line 148 on the input transistor 140, the data bit on the bus 138 is stored on the parasitic capaci-

tor 146. To transfer the data bit to the PE 2, via the serial bus 50, the output transistor 144 includes a ransfer

- address line 150 connected to its gate. By addressing the transfer line 150, the output transistor 144 is turned

on and the data bit stored on the capacitor 146 is transferred to the serial bus 50 via the output transistor 144.

‘any destination address in the PE 2, for example, the ALU 14. . .

Reference is next made to Fig. 10, which shows a data output cell 152 f_br the dual-port memory. The data
cell 152 connects to.a data output bus .1 54 which is connected.to one of the-cutput ports 48,49 (not shown).
. "+ As shown in Fig. 10, the data cell 152 also connecits to the serial bus 50, thereby allowing data, which was
.30 processed by thé PE 2, to be stored in the cell 152 and then outputted-on a data output bus 154 to an external.

* device such as a display terminal. . : o
As shown in Fig. 10, the data output cell 152 for the dual-port memory inclides an input transistor 156, a
data storage transistor 158, and output transistor 160, and a parasitic capacitor 162 for storing the data bit.

PE 2 using the PE neighbou'r taps 86,88,90,92 discussed above, or the PE 2 can write the processed data to

25: : ;According to. the memory bus organization of the PE 2, the data bit once onthe serial bus.50 canbe writtento. .. .-

- .. The capacitance between the gate and the source of the storage capacitor 158 forms the parasitic capacitor .

" 35" 162 The input transistor 156 connects the parasitic capacitor 162 to the sérial bus: 50, By activating a.data’
transfer address line 164 connected to the gate of the input transistor 156, the data bit on the serial bus 50 is
stored on the parasitic capacitor 162. To transfer the data bit to the data output bus 154, the output transistor
160 includes a data out address line 166 connected to its gate. By activating the data out address line 166, the
. output transistor 160 is turned on and the data bit stored on the-capacitor 162'is transferred to the data out bus
40 154, via the output transistor 160. Once on the data output bus 154, the data bit can be written to an external

device such as a display terminal as mentioned:above. - B o C
. Inthe previous discussion, the memory-bus organization of the device 1 has been illustrated using the serial -

¥ laces the structure of the serial bus 50. Instead of a single-bit line as for the serial bus.50, the differential bus
45. 165 has a data-bit line 167 and complemented data-bit line 1 69, i.e. the logical complement of the data-bit line
167.. e : U o e e

As shown in:Fig. 11 for the cache merhory 18, each cell 90 has a first tap 171 into the data-bit line 167 and
.asecond tap 173 into the complemented data-bit line 169. The cache memory 18 also includes additional logic
(not shown) for reading from and writing to the complemented data-bit line 169. In this aspect of the present
0 invention, the other logic units (not shown), such as the ALU 14, the multiplier 16, -also have corresponding
first taps.into the data-bitline 167 and second taps into the complemented data-bit line 169, along with additional

‘logic for processing the' complemented and non-complemented data frém the differential bus 165. . _
.- In another aspect of the present invention (not shown), a multi-bit wide bus, e.g. a twelve-bit bus, replaces -
the serial bus 50. While-a twelve-bit wide bus increases the chip area occupled by each PE 2, it s;igniﬁc;‘an_ﬂy
186 .increases the bandwidth and.pracessing power of each PE 2. The increased processing power and bandwidth
is suitable for applications where large amounts of data must be processed; and in applications where flsxibility
for processing a.variable length data sainble is not a design requirement. As is evident to one skilled in the art,’
for a twelve-bit wide bus, the I6gic units, such as the ALU 14, the multipfier 16 and cache memory 18, would

14
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also have twelve—blt mterfaces to the bus

Reference is next made to Fig. 12, which shows the basic configuration or the stand-alone system for video
or image processing system. The device 1 receives digital signals/samples, via ports 46,47, from an external
device, which can be a digitizing camera 168 or an analogue camera connected to an analogue-to-digital con-
verter (not shown). The inputted digital signals are processed by the device 1 and outputted via the ports 48,49

_to an extemal device such as a high resolution' monitor 172. For-many video or image processing tasks, such
" as median filtering, linear fi Itering, morphological operations, sobel and threshold operations and discrete

cosine transforms, the on-chip cache memory 19 together with the storage capacity of the shift registers 22,24
is.more than sufficient and the device 1 can be controlled by simple control unit, such as a finite state machine,
or by instructions downloaded to the on-chip instruction RAM 32. A bootstrap ROM 170 can be used to download
the instructions to the on-chip RAM 32 as part of a power-up sequence for the device 1.

As shown in Fig. 13, the device 1.can be configured with extemal memory 114. In some image processmg
appllcatuons such as a motion feature encoder, storage capacity beyond that available in cache memory 19
is necessary to save the frame image. Using the external memory interface discussed above, the device 1 can
be interfaced to two high density static RAM chips 114 as shown in Fig. 13. An extemal controller 28 i.e. mlcro-

It will be evident to those skilled in the art that other embodiments of: the lnventxon fall withln |ts spmt and
scope as. deﬁned by the following claims. :

Claims

1. A device for digital sig nal processing comprising:
(a) a data input port; )
'::':(b) amomt po’t~ [N : it Tk w Ul
" (c) a linear array of processor elements each processor element havnng
(i) bus meéans for transferring data within the processor element,
- (ii) a plurality of logic units coupled. to said bus means;
{d) said logic units for each processor element mcludmg an anthmetlc logic unit (ALU) and communi-
cation interface means;
(e) said commumwtlon mterface means of at least some of the processor elements including means
- for receiving data from adJacent processor elements and means for transferring data to adjacent pro-
cessor elements;
__{) address/data. enable means ‘coupled to sard loguc units of each processor element for addseesmg
said logic units and for controllmg the transfer of data on said bus means; and
(g) means for coupling said data input port to said communication interface means of one processor
element and means for coupling said data output port to said commumcatuon interface-means of another
processor element, )
so that, all data transfer between said processor elements is on said commumcatlon interface means, and
all data transfer w:thm each processor element is on said bus means.

. 2L A devxce as clalmed in claim 1, whereln said bus means of each processor element compnses differential _ .
bus meéans and said Iog:c umts mclude means for recewmg and transmlttmg drfferentlal blts of data from- o '

and to said’ bus means

3... Adeviceas claimed'in clarm 1or clalm 2, wherein said bus means of each processor. element comprises
- blt-W|de serial bus means and said logic units include means for recelvmg and transmlthng b|t-senal data
. from and to said bus means. :

4 A devnce as clalmed in clalm 1, wherein said Ioglc units in each processor element include a multlpller
“unit. :

‘5. -'A devrce as dalmed in claim4, wherem said muitiplier unitin each processor elementrs aserial-to-parallel

multlpher said serial-to-parallel multiplier having a plurality of stages and including a last stage; each said
: -stage being coupled tothe next said stage and sald last stage being coupled to said bus means. .

6_.', A device.vas claimed in 'any preceding daim, wherein said logic umts in each processor ‘element undud'e
“a cache memory, said cache'memaory having a plurality of cells each coupled to said bus means and to

15
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said address/data enable means, so that each cell in said cache memory can read and write data from

and ta said bus means.

A device as claimed in any preceding ciaim, further including a second data inputport, 2 second data output
port, and second communication interface means, said second communication interface means of at least

. some of the processor elements including means for recelvlng data from adjacent processor elements and

" ‘meansfor transferring data to adjacent processor elements, and méans for coupling said second data input -

porttosaid second communication interface means of one processor element and means for coupling said
second data output port to said second communication interface means of another processor element.

A device as claimed in any preceding claim, wherein said logic units of each processor element include
means for interfacing to an external memory device, said means for interfacing to an external memory hav-
ing at least one register.coupled to said bus means and to said address/data enable means, so that each-

- processor element in said linear array can receive and transmit data from and to an external memory

" 10..
oM.

12,

devnce

’ A deylce as claimedin any‘p}eoedln.'g claim, wherein means or said means of said logic onits'for‘inteffac:ng .

to an external memory device, includes or further includes multiplexing means for selecting one from a
plurality of said processor elements to interface with an external.memory device, and said multiplexing
means being connected to said address/data enable means.

A device as da:med |n any preceding claim, wherem said communication lnterface means comprise bi-

directional shift reglsters

A devnce as daxmed in any one, of claims 1 to 9, wherenn sand communuzhon merface means compnse} -
~ dual-port memory.

A device aslcla'med in any pl'eCeding claim, wherein said ALU includes a plurality of registers each having

". at least one output and at least one input both coupled to said bus means and to said address/data enable

means, adder means for adding a plurality of data bits, said adder means having a sum unit ooupled to

- said bus means and to said address/data enable means and connected to the outputs of said registers,

SRR EAY

-said adder means also having a camy unit.coupled to said bus means and to said address/data enable

means and connected to the outputs of said reglsters

A devnce as clarmed in clatm 12 whereln sald plurality of reglsters oompnse a ﬁrst regvster a second regl- B

ster; and a third register, and said third register indudes an |nput connected to the output of said carry

. unit.

14,

-A device as claimed in clalm 13, wherein said ALU includes a Boolean logic unit havmg an output coupled

to said bus means and being coupled to said address/data enable means and havmg |nputs connected

- tothe outputs of said ﬁrst second, and thlrd regusters

16.

. A devnce as claimed in claim 14, wherein sald ALU mcludee a plurality of nght nelghbour tap lines coupled
“to said bus means and to said address/data enable means, and a plurality of left nenghbour tap lines coup-

fed-to said bus means and to said address/data enable means, so that a processor element can transfer
data‘to and from nengh bounng processor elements in said linear array. -

‘A devuce as clanmed in claun 15 wherein said ALU mdudes afirst nght neighbour tap llne and’ a second

right neighbour tap line, and a first left ne:ghbour tap line and-a second left neighbour tap line; so thata
processor element using said bus means and said address/data enable means can transfer data to and

_“from its first and second’ nght neighbours and to and from its first and second left nelghbour processor

C elemenls in said linear array.

T A

ia‘.:

‘A devicé as claimed in claim 16, wherein said registers include complemented inputs coupled to said bus
means and no,n-complemented inputs coupled to said 'bus- means..

A dewce as clamed in any precedmg claim,. wherem said devsce is fabncated ona semloonductor sub~
sh’ate

16
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A device as claimed in claim 18, wherein said semiconductor substrate includes,
(a) a or said cache memory integrated into said semiconductor substrate;
(b) an upper said processor element structure integrated into said semiconductor substrate;
(c) a lower said processor element structure integrated into said semiconductor substrate; and
(d) instruction/address controller means including a decoder Ioglc unit integrated into said semiconduc-
_tor substrate,

" so that, the deviceis fabncated on sard semroonductor substrate asa smgle lntegrated CII'CUIt chlp

A device as claimed in claim 19, wherein said cache memory structure has four sides, being generally
rectangular in shape and being integrated into a centre portion of said semiconductor substrate, and said
upper processor element structure being integrated into a portion of said semiconductor substrate adjacent
to one side of said cache memory structure, said lower processor element structure being integrated into
a portion of said semiconductor substrate adjacent to the second side of said cache memory structure,

- and said instruction/controller structure being integrated into a portlon of said semlconductor substrate

21.

:adjacent to the thnrd side of satd cache memory structure

memory structure, and said third side extends between said first and second sides; so that the integrated

" circuit aspect ratic on said semiconductor substrate is near umty

20
22
7.

30
24,
2.

A device as olalmed in claim 20 or 21, wherein said cache memory structure includes even columns each
even column. havmg a plurality of memory celis, and odd columns, each odd column having a plurality of
memory cells, and said upper processor: element structure being coupled to said even columns of said
cache memory structure, and said lower processor element structure belng coupled to said odd columns

. of said mche memory structure. . :-. ' .o et el T by

A device as claimed in any one of claims 19’ to 22, further including-a ‘bus structure coupling said upper

‘processor element structure to said lower processor element structure so that said upper processor ele-

ment structure and said lower processor element structure forrn a continuous linear array of processor

_elements.

. A device:as claimed in any preceding claim, including communication enable means assocrated with at

Ieast some of said-processor elements for selectively enabling and disabling such associated processor

N _.elements from recervmg data from adjacent prooessor elements and from transfemng data to adjacent pro-. .
© cessor elements. . ’

A device as _olaimed in claim 24, wherein said communication énable means include state register means

‘for storing the enable state of said associated processor elements and switching means coupled to said

state register means and to said first and second communication interface means of said assocrated pro-
cessor elements for selechvely enabling and disabling such associated processer elements from receiving

,.data from adjacent processor elements and from transfemng datato adjacent processor elements.

A device as claimed in olalm 25 wheretn said state. regrster means rnctude means for reoervmg enable -

w ‘---{"-:state data for said associated processor elements from an extemal contmller.

28,
s
2.
) 3p.,
55

. A device as clalmed in clarm 26 wherein said state regtster means mclude storage means for stortng more
than one set of said enable state data for said assoctated processor slements.

A device as olalmed in cla:m 27, wherem saud storage means compnse a pluraltty of data registers.

A device as clalmed in clalm 27, wherem said storage means compnse an electncally erasable: prog ramm-~
able nead only memory

A devnce as clarmed in any one of clarms 25 to 29 wherem sard swrtchmg means mclude a ﬁrst control

- switch for enabling and _disabling said associated processor elements from’ transfemng data to adjacent
processor elements, and a second contro} switch for enabling and dlsabltng said associated processor

" elements from receiving data from adjacent processor elements, and said first control switch and said sec-

o ond control switch both bemg oonnected to said state reglster means and to: said first and seoond com-

17
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A devrce as dalmed in clalm 20 wherem satd ﬁrstand second sndes are on opposmg sndes of sa:d cache .
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munication. interface means of said associated pfocessqr elements.

3. A dévice as daimed in any p_réceding dlaim, further including controller interface means coupled to said
address/data enable means for interfacing to an external controller.

5
. 32. Adevice as claimed in claim 31, wherein said controller interface means mdude storage means for stonng e
‘control instructions received from sand extemal controller. ’
33, A device as cdlaimed in daim 32, wherein said storage means comprise a random access memory.
‘10 '

34. A device as daimed in claim 32 or 33, wherein said storage means comprise an electrically erasable pro-
' grammable read only memory.

20

30
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&) Digital sfgnal processing 'd"_evice'. :

Devrce (1) for dlgxtal signal processmg, par-
ticularly video and image processmg, compris-

_ing a linear array of processing elements (PE s) ]

:(2), - an_external controller .interface .(4),. in-
”-'“putloutput ports (6), and an- external. ‘memory
interface (8). The - input/output ports (6). allow
- interfacing to - equipment .such as digitizing
- cameras and - video ‘display monitors. Single

instruction multiple: data topology (SIMD) is'
" used and incorporates two modes of communi-

cation . honzontal and - vertical. Shift reglsters
(10,12) provide . horizontal parailel

7 .video line, can be

-(14), a cache memory (18) and ‘an external
memory interface - regrster (20). Al communi-

cation within a PE (2) is along a one-bit wide

:v'bus, ie. vertical mode, using a single move
instruction with variable source and destination

vice (1) is further enhanced by having a serial-
parallel multiplier (16) in each PE (2). For. appii-
embodiment’ dual-port  memories - provide -hori-

" linear array

communi-
cation between “the. PE's in the linear amay:
. There is one PE (2) for each digital sample, e.g..

-.--.a pixel, and a sequence of data’ samples, eg.a - .. - . R
PE (2) includes a bit-serial -arithmetic Iogrc unit .

addresses. The processing wpabmty of the de-

cations requiring. more PE's, two. or. more de- .
vices can- be cascaded -together. In another -

zontal communication between. the PE's in the
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